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Abstract

The ability to orient toward visual, auditory, or

tactile stimuli is an important skill for systems

intended to interact with and explore their envi-

ronment. In the brain of mammalian vertebrates,

the Superior Colliculus is specialized for integrat-

ing multi-modal sensory information, and for us-

ing this information to orient the animal to the

source sensory stimuli, such as noisy, moving ob-

jects. Within the Superior Colliculus, this ability

appears to be implemented using layers of regis-

tered, multi-modal, topographic maps. Inspired

by the structure, function, and plasticity of the

Superior Colliculus, we are in the process of im-

plementing multi-modal orientation behaviors on

our humanoid robot using registered topographic

maps.

In this paper, we explore integrating visual mo-

tion and oculomotor maps to study experience-

based map registration mechanisms. Continu-

ing work includes incorporating self-organizing

feature maps, including more sensory modalities

such as auditory and somatorsensory maps, and

extending the motor repertoire to include the neck

and body degrees of freedom for full-body orien-

tation.

1 Introduction

The ability to orient to sensory stimuli is an important

skill for autonomous agents that operate in complex, dy-

namic environments. In animals, orientation behavior

serves to direct the the animal's eyes, ears, nose, and

other sensory organs to the source of sensory stimulation.

By doing so, the animal is poised to assess and explore

the nature of the stimulus with complementary sensory
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systems, which in turn a�ects and guides ensuing behav-

ior. Hence, orientation behavior is performed frequently

and repeatedly by agents that are tightly coupled with

their environment, where perception guides action and

behavior assists in more e�ective perception.

Certainly, orientation behavior is a basic skill we would

like to implement on Cog, our humanoid robot (Brooks

& Stein 1994). We would like Cog to perform a variety

of tasks, many of which fall under two broad behavioral

themes: exploratory behavior and social skills. For ex-

ample, orienting the body to an object of interest assists

manipulation tasks by putting the object where it is most

accessible to sensory and motor systems. Eventually the

work presented in this paper will be integrated with the

ability to reach for visual targets (Marjanovic, Scassel-

lati, & Williamson 1996). The same is true for social

skills where the robot should position itself so that the

person is easy to interact with.

Our approach to implementing orientation behavior on

Cog is heavily inspired by relevant work in neuroscience

(Stein & Meredith 1993), (Brainard & Knudsen 1993).

In the brain of mammalian vertebrates, the Superior

Colliculus is an organ specialized for producing orien-

tation behavior. In non-mammalian vertebrates (birds,

amphibians, etc.), the optic tectum is the analogous or-

gan. The structure of the Superior Colliculus is char-

acterized by layers of topographically organized maps.

Collectively, they represent the sensorimotor space of the

animal in ego-centered coordinates. These maps are in-

terconnected and interact is such a way that the animal

performs orientation movements in response to sensory

stimuli.

Topographically organized maps have been discovered

throughout the brain of mammalian vertebrates. In ad-

dition to the Superior Colliculus, they have been identi-

�ed in various perceptual areas of the neocortex (the vi-

sual, auditory and somatosensory corticies, for instance).

It is widely recognized that the organization of these

maps are plastic and can be shaped through experience.
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Figure 1: The Superior Colliculus is organized into lay-

ers of topographic maps. A variety of sensory maps,

motor maps, and multi-modal maps have been discov-

ered. These maps are registered with one another to

share a common multisensory coordinate system. This

�gure illustrates registered visual, auditory, and soma-

torsensory spatial representations. Adapted from (Stein

& Meredith 1993).

Subsequently, cortical maps have garnered a lot of atten-

tion, and a variety of work has explored the phenomena

of self-organizing feature maps, (Kohonen 1982), (Ritter

& Schulten 1988), (Obermayer, Ritter, & Schulten 1990).

Through implementing something like the Superior

Colliculus on Cog, this paper explores how topograph-

ically organized maps develop and interact to produce a

uni�ed observable behavior. There are a variety of topics

this paper explores in relation to this endeavor. From a

behavioral perspective, we explore how dynamic spatio-

temporal representations of sensory and motor space can

be used to integrate multi-modal information and pro-

duce coherent behavior. From a developmental perspec-

tive, we investigate experience dependent mechanisms by

which these maps self-organize and interconnect with one

another. Given that behavioral experience a�ects both

the connectivity within and between maps, and that the

current state of connectivity dictates behavioral perfor-

mance, we are dealing with a coupled system where the

dynamics of forming connections a�ects and is e�ected

by behavioral performance. Eventually, we would like to

explore the dynamics of development where we expect to

observe di�erent developmental time scales of map self-

organization and inter-map integration as the orientation

behavior performance improves.

The rest of this paper is organized as follows. First we

will briey cover the organization, structure, and func-

tion of the Superior Colliculus, as our implementation is

strongly inspired by what is understood about this organ.

Next, because the physical architecture of the robot and

the computer places heavy constraints on our implemen-

tation, we describe Cog, the experimental platform used

in our experiments. After this, we present the state of

our implementation at the time this paper was written,

as well as extensions currently under development. Fi-

nally, we present tests and results of our system to date,

and conclude with a brief description of ongoing work

and future directions.

2 The Superior Colliculus

The Superior Colliculus is a midbrain structure com-

posed of seven laminar layers. The deep layers are

those believed to play a role in orientation behavior. Its

physiology reects its primary role as integrating di�er-

ent modalities to evoke motor responses. For example,

among its many di�erent a�erent and e�erent connec-

tions, it receives inputs from several sensory modalities

such as the visual, auditory, and somatosensory corticies,

and sends outputs to brain stem and spinal cord.

An important function of the Superior Colliculus is to

pool sensory inputs from di�erent modalities and redi-

rect the corresponding sensory organs (eyes, ears, nose)

to �xate on the source of the signal. Through the con-

vergence of sensory inputs, the Superior Colliculus gives

di�erent sensory modalities access to the same motor cir-

cuitry so that any sensory modality can be used to direct

the other sensory modalities to the source of the stim-

ulus. For instance, by doing so, the animal can hear a

sound emanating from an object outside its visual range

(perhaps coming from behind the animal) and quickly

turn its head and eyes to foveate on whatever is making

the noise.

2.1 Organization of the Superior Colliculus

Localized regions of the Superior Colliculus (or Optic

Tectum) consist of neurons with receptive �elds that

form topologically organized maps. A variety of topo-

logical maps have been identi�ed in several species (cats,

monkeys, owls, electric eels, and frogs to name a few).

Each map corresponds to either a single modality or a

combination of modalities. The modalities represented

by the maps varies between species, depending on those



sensory or motor systems used in orientation behavior.

In the cat, there are visuotopic maps representing mo-

tion in visual space, somatotopic maps yielding a body

representation of tactile inputs, and spatiotopic maps

of auditory space encoding inter-aural time di�erences

(ITD) and inter-aural intensity di�erences. Hence, a

sensory stimulus originating from a given direction will

elicit activity in the corresponding region of the appro-

priate sensory map. For example, an object moving in

the visual �eld causes the corresponding region in the

visuotopic map to become active. There are also motor

movement maps consisting of pre-motor neurons whose

movement �elds are topologically organized. In the cat,

these exist for the eyes, head, neck, body, ears. For ex-

ample, stimulating a speci�c region in the oculomotor

map elicits a movement to �xate on the corresponding

area.

2.2 The Role of Map Registration

These multi-modal maps overlap and are aligned with

each other so that they share a common multisensory

spatial coordinate system. The maps are said to be reg-

istered with one another when this is the case. Arranging

multi-modal information into a common representational

framework within each map and aligning them allows the

information to interact and inuence each other. There

are several advantages to this organizational strategy.

First, it is an economical way of specifying the location

of peripheral stimuli, and for organizing and activating

the motor program required to orient towards it; thereby

allowing any sensory modality to orient the other sensory

organs to the source of stimulation. Second, it supports

enhancement of simultaneous sensory cues. Stimuli that

occur in the same place at the same time are likely to be

interrelated by common causality. For instance, a bird

rustling in the bushes will provide both visual motion

and auditory cues. During enhancement, certain combi-

nations of meaningful stimulus become more salient be-

cause their neuronal responses are spatio-temporally re-

lated. Once the multi-modal maps are aligned, neuronal

enhancement (or depression) is a function of the tempo-

ral and spatial relationships of neural activity among the

maps.

2.3 Development and Experience Dependent

Plasticity

During development, the organization of the topographic

maps is plastic. For each map, its representation of space

is use dependent. In monkeys, it has been found that the

organization of somatosensory maps for the hand can be

changed by varying the amount and location of stimula-

tion(s). Experiments have shown that the size of the map

region corresponding to a particular cutaneous region on

the hand is correlated to how much stimulation that part

of the hand receives over time. Furthermore, adjacent re-

gions of the map correspond to regions on the hand that

are temporally adjacent (Stein & Meredith 1993). This

phenomena has been seen in other perceptual areas of

the cortex and is typical of self-organizing feature maps

(SOFMs). A number of people have modeled this phe-

nomena using neural networks (Kohonen 1982), (Bauer

& Pawelzik 1992), (Durbin & Mitchison 1990).

It has also been found that the registration between

maps is malleable over the developmental period. This

phenomena has been studied in the inferior and superior

colliculus of young barnyard owls, where the registration

of the auditory map to the visual map shifts according

to experience. (Brainard & Knudsen 1993), (Brainard

& Knudsen 1995) found that the visual map is used to

train the auditory map so that the auditory map shares

the same coordinates as the visual map. Even if the

visual map is arti�cially shifted by mounting distortion

spectacles on the owls, the auditory map also shifts to

keep in register with the visual map.

3 Cog: The Experimental Platform

Figure 2: Cog is the humanoid robot used in our ex-

periments, shown on the right. The \brains" of cog is

a MIMD computer shown in the center of this image.

The contents of DPRAMs (images, processed images,

maps, etc.) can be displayed on a bank of twenty dis-

plays shown on the left. The Macintosh Quadra is the

front end to the MIMD computer.

This section presents an overview of Cog, the humanoid

robot used in our experiments. We briey describe the

implementation of the robotic platform, the perceptual

systems, the computational system, and the software sys-

tems relevant to this paper. All the systems described

below were designed and constructed by members of the

Cog Project (see acknowledgements).



3.1 The Robotic Platform

A fundamental design goal for the robot was to make it

anthropomorphic as possible so that 1) the robot could

move in a human-like manner, and 2) encourage humans

to interact with it in a natural way. The most important

human characteristics to emulate are size, speed, and

range of motion. Hence, Cog resembles a human from

the waist up and is shown in �gure 2.

Cog's body has six degrees of freedom (DOF): the

waist bends side-to-side and front-to-back, the \spine"

can twist, and the neck tilts side-to-side, front-to-back,

and twists left-to-right. Mechanical stops on the body

and neck give a human-like range of motion. In addi-

tion, each degree of freedom has current sensing in the

motor controller to provide some force feedback, temper-

ature sensing to determine a longer term time-average of

how hard the motors are working, and joint encoders to

provide a proprioceptive sense.

Cog's head is equipped with a compact, binocular, ac-

tive vision system. To maintain an anthropomorphic ap-

pearance, the \eyes" were mounted about 3 inches apart.

To mimic human eye movements, each \eye" can rotate

about a vertical axis (pan DOF) and a horizontal axis

(tilt DOF). To approximate the range of motion of hu-

man eyes, mechanical stops were included on each eye to

permit a 120� pan rotation and a 60� tilt rotation. In

addition, each eye performs �ne motor control and high-

speed positioning so that we may emulate human visual

behaviors.

3.2 The Perceptual Systems

To give the robot both a wide �eld of view and a high

resolution foveal area, each eye consists of two black and

white CCD cameras. We could have simpli�ed our design

by using a single camera per eye. However, by using two

cameras per eye we have a much higher resolution fovea

than the single camera eye. The lower camera of each

eye gives Cog a wide peripheral �eld of view (88:6�(V )�

115:8�(H) FOV), and the upper camera of each eye gives

Cog a high resolution fovea (18:4�(V )� 24:4�(H) FOV).

In addition to the visual system described above, Cog

has several other perceptual systems under concurrent

development. To date, we have developed an auditory

system (Irie 1995), a vestibular system, and a variety of

force resistive sensors to give Cog a tactile sense. These

systems are in the process of being ported to the Cog

platform.

3.3 The Computational Platform

This section summarizes the computational system we

developed to meet Cog's requirements. First, the system

must allow for real-time control of the robot since the

robot operates in a dynamic environment full of people

and objects we would like the robot to interact with. Fur-

thermore, the system must be robust, scalable, concur-

rent, and support learning and development processes.

Cog's \brain" is a scalable MIMD computer consist-

ing of up to 256 processor nodes. Currently the nodes

are based on the Motorolla 68332, but Texas Instru-

ments C32 DSP nodes are under development which

will be responsible for the bulk of perceptual process-

ing. Processors can communicate through eight ports

to other processor nodes or to other parts of the video

capture/display system. All components of the process-

ing system communicate through dual-ported RAM (8K

by 16 bits) connections, so altering the topology is rel-

atively simple. During operation, the brain is a �xed

topology network which can be changed manually and

scaled by physically adding additional nodes and dual-

ported RAM connections. The entire brain is connected

through a serial line with a Macintosh Quadra, which is

used for communication and input, but not for any ac-

tual processing. Each node also uses standard Motorola

SPI (serial peripheral interface) to communicate with up

to 16 motor controller boards.

The video capture/display system consists of custom

designed frame grabbers and display boards. A frame

grabber takes the NTSC signal from one of the eye cam-

eras, digitizes the input, subsamples it to 128 by 128 pix-

els, and writes the resulting grayscale values to six ports.

For this design, we have chosen to use only 128 by 128

grayscale in order to reduce the amount of data to be pro-

cessed and to increase the speed of the visual processing.

The frame grabbers operate at approximately 30 frames

per second, and can write simultaneously to six proces-

sors. The display boards produce NTSC video output for

display on a bank of 20 display monitors. Direct camera

output and digitized output of the frame grabbers can

also be routed directly to the monitor bank.

A network of special purpose motor controller boards

mounted on the robot act as Cog's \spinal cord", con-

necting the robot's \brain" to the rest of the body. Each

motor has a dedicated motor controller board that reads

the encoder (and other sensors), performs servo calcu-

lations, and drives the motor. The motor controller

boards have hardware that generates a 32KHz PWM

waveform. The duty cycle is updated at 2KHz by an

on-board MC6811E2 microcontroller. Currently the mi-

crocontroller implements a PID control law for position

and velocity control. Position and velocity commands

are sent to the motor controller boards from the MIMD

computer described above.

3.4 The Software Environment

Each processor has an operating system; L, a compact,

downwardly compatible version of Common Lisp that

supports real-time multi-processing (Brooks 1994a); and

MARS, which is a front end to L that supports com-



munication between multiple processes on a single pro-

cessor as well as communication between processes run-

ning on separate processors (Brooks 1994b). MARS,

like the Behavior Language (Brooks 1990), is a language

for building networks of concurrently running processes.

The processes can communicate either locally by passing

messages over virtual wires, or globally through a pro-

cess inspired by hormonal mechanisms. MARS, unlike

the Behavior Language, supports on-line learning mech-

anisms by allowing the network morphology to change

dynamically, i.e. spawning or killing processes or chang-

ing network connectivity during run-time.

4 A Developmental Approach to Orien-

tation Behavior

oculomotor map 
(motor coords)

visual motion map
(retinotopic)

visuo-motor map
(retinotopic)

receptive field map =

registration map =
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Figure 3: Example of layered topographic maps imple-

mented on Cog. The multi-modal registration map acts

to relay activity in the receptive �eld map (the visual

motion map) to activate the oculomotor map such that

a visual stimuli is foveated. See section 4.1 for further

explanation.

Registered topographic maps form a substrate upon

which multi-modal information can be integrated to pro-

duce coherent behavior. How are these topographic maps

formed? How do they become registered with one an-

other? How is the organization of the ensemble guided

by experience?

4.1 The Framework

In our framework, a map is a two dimensional array of

elements where each element corresponds to a site in the

map. The maps are arranged into interconnected layers,

where a given map can be interfaced to more than one

map. Each connection is uni-directional, so recurrent

connections between maps require both a feedforward

connection and a feedback connection. The activity level

of sites on one map is passed to another map thorough

these connections, hence the input to a given map is

a function of the spatio-temporal activity of the maps

feeding into it and the connectivity between these maps.

Currently, all connections have equal weights, although

this could change in the future. The output of a given

map is its spatio-temporal activity pattern. What this

pattern of activity represents depends upon the map: if

it is a visuotopic map, it could represent motion coming

from a particular direction in the visual �eld; if it is an

oculomotor map, it could encode a motor command to

move the eyes, and so forth.

The smallest map ensemble capable of producing an

observable behavior consists of a sensory input map, a

motor output map, and an established set of connections

between them. The input map could have a fairly rigid

structure consisting simply of time-di�erenced intensity

images. Because visual information already contains a

spatial component, this simple map is topographic with-

out any additional tuning. The motor map could also

be �xed where a given site on the map corresponds to

a given motor command. If the motor commands vary

linearly with motor space, for instance, this map is also

topographically organized. Assuming the cameras are

motionless, a moving object occupies a localized region

in the visual �eld, and correspondingly causes a local-

ized intensity di�erence (an active region) in the time-

di�erenced image map. If there exists connections from

this region of the time-di�erence map to the appropriate

region of the oculomotor map, then a motion stimulus

in the visual �eld activates the corresponding region of

the time-di�erence map, which in turn excites the con-

nected region of the oculomotor map, which evokes the

necessary camera motion to foveate the stimuli.

4.2 Developmental Mechanisms

Plasticity can be introduced into the simple system above

in two ways: 1) the map organization could change so

that a given map site could correspond to di�erent loca-

tions in space. 2) The connections between maps could

change so that a given site could change which site(s) it

connects to on the other map.

In animals, as described in section 2.3, the organiza-

tion of the maps and the registration between maps is

tuned during the critical period of development. Several

mechanisms and models have been proposed to account



for this organizational process. The mechanisms we use

for map organization and alignment on Cog are inspired

by similar mechanisms (Kohonen 1982). However, dif-

ferent combinations of mechanisms are used depending

on what is being learned: i.e. tuning the organization

within a map, registering di�erent sensory maps, or reg-

istering sensory maps and motor maps.

A variety of mechanisms determine how map connec-

tions are established. Guided by sensori-motor experi-

ence, these mechanisms govern how connections are mod-

i�ed to improve behavioral performance.

� Competition: There is competition between concur-

rently active sites where only the most active site is

modi�ed per trial. In our system, the most active is

currently approximated as the centroid of activity of

the active region. Furthermore, each site of a given

map can only form a limited number of connections

to the other map. So, candidate map sites compete

to determine those that can connect to a given site

on the other map.

� Locality, neighborhood inuences: The neighboring

sites around the most active site are also updated

each trial. The amount a neighboring site is adjusted

decays with distance from the maximally active site.

This mechanism penalizes long connections and en-

courages topographic organization. The size of the

neighborhood can vary over time. Typically, it starts

o� fairly large until the map displays some rough to-

pographic organization, then it decreases as the map

undergoes �ne tuning adjustments.

� Error correction: It is not su�cient that the maps are

topographically organized and aligned { they must be

organized and interfaced so that the agent performs

well in its environment. For tight feedback loop sen-

sorimotor tasks (such as saccading to a visual stim-

ulus), an appropriate error signal is very important

and useful for tuning the behavior of the system. Nat-

urally, the error signal must be a good measure of

performance and obtainable at a fast enough rate to

enable on-line learning. Connections are modi�ed to

reduce the discrepancy between current performance

and desired performance. The magnitude of the cor-

rection is proportional to the size of the error on that

trial.

� Correlated temporal activity: Hebbian mechanisms

are often used for self-organizing processes. By

strengthening connections between simultaneously

active sites, they are useful for relating information

between di�erent sensory maps.

� Learning rate: The magnitude of the adjustment for

each trial is also proportional to the learning rate.

The learning rate can vary over time, where it starts

of relatively large for course tuning, and then de-

creases for �ner adjustments.

4.3 A Simple Behavior

In this section we look at an example to see how these

mechanisms are applied to forming and organizing these

multiple maps to perform a task. A simple orientation

task is the ability to saccade to noisy, moving stimuli

(clapping hands, shaking a rattle, etc.). We say that a

good saccade centers the stimulus in the fovea camera's

�eld of view, whether the stimulus is seen in the wide �eld

of view or the fovea �eld of view. We assume that the

system favors information from the foveal view because

it is of higher resolution than the peripheral view and

thereby can be used to perform a more accurate saccade.

Experience dependent plasticity could play a role in

several ways. It could be used to guide the represen-

tational organization of the auditory and visual motion

maps, guide the registration between the auditory and

visual motion maps, or guide the registration of the the

sensory maps to the oculomotor map. Below, these three

types of organization are explored in turn:

� Self organizing feature maps

� Registration of sensory maps

� Registration of sensory and motor maps.

Each mapping process can be viewed as learning a

multi-modalmap that registers the information from two

other modality maps. We call the multi-modal map the

registration map, and the other maps could be either

sensory maps, motor maps, or both. One of the modal-

ity maps provides the rough spatial organization of the

multi-modal map. We call this map the receptive �eld

map. Typically it has a topographic representation of

space. Often a retinotopic map is used, for instance.

The second modality map, which may or may not be

topographic, is registered to the �rst map through the

multi-modal map. This process is illustrated in �gure 3.

Note that each site of a modality map connects to only

one site on the registration map, but the same site on

the registration map could connect to mulitple sites on

the modality maps.

4.3.1 Self Organizing Feature Maps

One example of a self organizing feature map is learning

the visual motion map for the peripheral �eld of view.

In this case, the receptive �eld map is a time-di�erence

map of consecutive intensity images (in retinotopic co-

ordinates) and the registration map is the visual motion

map. Initially, the receptive �eld map contains broad,

overlapping receptive �elds for the corresponding sites

of the registration map. Those connections that are

spatio-temporally correlated are strengthened over time,



whereas those that are not are weakened and eventu-

ally die o�. Hence, the primary developmental mecha-

nisms used for this case are competition, neighborhood

updates, and hebbian learning.

Recall that the organization of the registration map

will reect how the map is used. The resulting visual

motion map should represent that motion in peripheral

view that is relevant to behavior. This is not necessar-

ily a direct mapping from the intensity time-di�erence

map. For example, if motion is present in the fovea re-

gion, then the system should favor this information over

the information coming from the peripheral view. Over

time, we would not expect to see the center 20� � 20�

of the peripheral �eld of view represented in the periph-

eral motion map because this information is not used to

perform saccades.

4.3.2 Registration of sensory-sensory maps

An example of aligning sensory maps is registering the

auditory map to the visual motion map. In this case,

the receptive �eld map is the visual motion map (in

retinotopic coordinates), the registration map is a visuo-

auditory map (also in retinotopic coordinates), and the

third map is the auditory ITD map. The auditory ITD

map could be tonotopically organized, instead of topo-

graphically organized, since auditory signals do not con-

tain inherent spatial information. Initially, the visual

map and the auditory map are interfaced to the reg-

istration map. The registration map contains broad,

overlapping receptive �elds. Registration of the audi-

tory map with the visual map entails mapping the cor-

rect ITD values to the corresponding regions in the reg-

istration map that are in turn connected to the visual

map where speci�c locations in visual coordinates are

represented by spatial location. During the developmen-

tal process, those visual and auditory signals that are

spatio-temporally correlated are strengthened, and those

that are not eventually die o�. Hence there is a signif-

icant amount of weeding out of inappropriate connec-

tions. Over time, the ITD receptive �elds in the reg-

istration map become re�ned and properly located in

retinotopic coordinates. Here, the primary developmen-

tal mechanisms are competition, neighborhood updates,

and hebbian learning.

4.3.3 Registration of Sensory-Motor Maps

An example of aligning sensor and motor maps is regis-

tering the oculomotor map with the visual motion map.

In this case, the receptive �eld map is the visual motion

map (in retinotopic coordinates), the registration map is

a visuo-motor map (also in retinotopic coordinates), and

the third map is the oculomotor map (in eye motor coor-

dinates). Regions in the motor map correspond to motor

movements that could foveate a stimulus. Initially the

visual map and the oculomotor map are connected to

the registration map with broad, overlapping receptive

�elds. When the motion map is stimulated and the site

of maximal activity is determined (typically the centroid

of the stimulated region), the corresponding region of the

oculomotor map is stimulated. The site of maximal re-

sponse of the motor map is taken as the motor command,

and the corresponding motor movement is evoked. This

movement orients the eye to the stimulus. Once oriented,

the motion stimulus stimulates a di�erent region in the

visual motion map. The visual error is computed as the

di�erence from centroid of motion to the center of the

�eld of view. This error is used to update the connec-

tions responsible for the orientation movement to reduce

the error in the future. Hence, the primary developmen-

tal mechanisms are competition, neighborhood updates,

and error correction.

5 Architectural Organization
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Figure 4: This diagram shows how the multi-modal to-

pographic maps are arranged on Cog's computational

hardware. Currently �ve processors are used: two visual

processors, two motor control processors, and one pro-

cessor which performs the developmental mechanisms.

See text for further explanation.

To date, the sensory-motor map registration task has

been implemented on Cog's hardware and is shown in

�gure 4. The diagram shows how the processes are ar-

ranged on Cog's MIMD computer. Currently, �ve pro-

cessing nodes are used:

� Peripheral motion processor: Contains the peripheral

visual motion map. It computes the di�erence be-

tween consecutive left peripheral camera images at

15 frames/s. It also determines the most active site

(the centroid of motion) and a visual error signal.



� Fovea motion processor: Contains the fovea visual

motion map. It computes the di�erence between con-

secutive left fovea camera images at 15 frames/s. It

also determines the most active site (the centroid of

motion) and a visual error signal.

� Registration processor: Contains the visuo-motor

map and carries out the developmental process. It

receives motion information from the vision proces-

sor and determines which motion information to use.

If fovea motion is present, it ignores the information

from the peripheral camera. It also translates the

most active site on the visual map to the region of

activity on the motor map, and passes this informa-

tion to the oculomotor processor. After the motion is

performed, it uses the error signal from the vision pro-

cessors to update the registration map connections

according to developmental mechanisms.

� Oculomotor processor: Contains the oculomotor

map. Upon receiving the site of activity, it commands

the motors to perform the movement. It also sends

an \e�erent copy" to the registration processor, so

the registration processor can ignore visual motion

information while the cameras are moving.

� Neckmotor processor: Contains the neckmotor map.

It is commanded by the registration processor to

move the neck around so the motion stimulus is seen

from many di�erent places in the visual �eld. Cur-

rently, the neck is primarily used for the training pro-

cesses. However, soon it will incorporated into the

orientation behavior.

6 Tests

To date we have run experiments to test whether the

implementation we have described learns the registra-

tion between the retinotopic visual motion map and the

oculomotor map. A sampling of our results are shown in

�gures 5, 6, and 7.

So far, experiments have been performed using the left

eye only. The system will be extended to handle both

eyes when stereopsis and vergence capabilities are imple-

mented. Motion information from both eyes will be fused

and used to excite the visuotopic motion map. Conicts

between the eyes will be resolved during this fusion stage.

The simplest approach would be to resolve conicts via a

dominant eye mechanism. Another method could involve

exciting the visuotopic map with the stonger of the two

excitations coming from each eye. These two methods

along with other possibilities need to be explored. Most

likely, a combination of methods will be implemented.

To learn the registration between the peripheral mo-

tion map with the oculomotor map, we trained Cog over

a number of trials while it looked at a continuously mov-

ing stimulus. At the beginning of each trial, the robot
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Figure 5: Registration data for aligning the visual mo-

tion map and the oculomotor map. The data is derived

from the registration map, converting sites in visuotopic

coordinates to activated sites in the motor movement

map (pan and tilt) required to foveate the stimulus. Ini-

tially the maping is random, with a neighborhood radius

size of 2 and a learning rate of :25. The neighborhood

size remained �xed for all trials in this experiment. At

trial = 0, the average error over the 20� 20 region was

approximately (11�; 26�) for pan and tilt DOFs respec-

tively. By trial = 400, the average error is reduced to

(10�; 7�); it is the slowest to converge to an average error

� (1�; 1�) of the three experiments shown in this section.

By the 1400th trial, the average error was close to 1� for

pan and tilt DOFs.

changes its posture (centers its eyes and moves its neck

to a random location). This places the motion stimulus

in a di�erent location in its visual �eld. Currently Cog

explores the center 20��20� of the peripheral visual �eld,

which corresponds to a 20� 20 region of the registration

map. The robot uses the visual information to stimulate

the oculomotor map and perform the saccade. The vi-

sual error is then acquired, and the registration between

the maps is updated according to the rule:

�m(x; y) = �� �(x; y)� N (x; y) (1)

where:

� m(x; y) is the value of site (x; y) of registration map

m. Recall that this value represents the connection

from the visual motion map site to the corresponding

oculomotor map site. The learning process involves

updating these inter-map connections.

� (x�; y�) is the site of maximal activity of the motion

map. For this application, it corresponds to the site

of maximal activity of the registration map as well.

� � is the learning rate.

� �(x; y) = target(x; y)�m(x; y). It is an error distance

measure between the motion map site m(x; y) and
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Figure 6: Same experiment as shown in �gure 5, except

the neighborhood size is manually decreased over time.

Initially the maping is random, with a neighborhood ra-

dius size of 4 and a learning rate of :25. By trial = 400,

the average error is reduced to (3�; 2�) and the neigh-

borhood size was set equal to 2. This experiment is the

second fastest to converge to an average error � (1�; 1�)

of the three shown in this section. By the 800th trial, the

average error was close to 1� for the pan and tilt DOFs.

the target site. This measurement is made after the

saccade motion �nishes. Note that target(x; y) is the

center of the �eld of view for the saccade learning

task.

� r is the neighborhood radius.

� N (x; y) = f(1 �
j(x�;y�)�(x;y)j

r
). It is the neigh-

borhood update function that decays linearly with

distance from the site of maximal activity (x�; y�).

Threshold function, f , sets the result equal to zero if

its argument is negative. So, for site locations outside

radius r of (x�; y�) , N (x�; y�) = 0.

7 Continued Work

Currently, we are extending these tests to include the full

visual �eld, and continuing our experiments with dynam-

ically varying neighborhood size and learning rate pa-

rameters. Soon we will explore the self organizing prop-

erties of the representation of visual information by im-

plementing a SOFM for visual motion. We will also begin

e�orts to register the visual motion with an auditory ITD

map, as well as investigate the dynamics of development

when self-organization and registration mechanisms are

run simultaneously. We expect to see evidence for dif-

ferent developmental time scales as the robot learns the

orientation task.

With the above work in place, we will extend the sys-

tem to include the neck and body degrees of freedom so

that the robot can perform full body orientation behav-

ior. This will complicate the current task by adding ad-

ditional degrees of freedom that must complement each
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Figure 7: Same experiment as shown in �gure 5 and

�gure 6, except the neighborhood size is automatically

decreased over time. Each trial, the neighborhood size is

set equal to the larger value of the average error measures

(pan or tilt). Initially the maping is random, with a

neighborhood size of 26 and a learning rate of :25. By

trial = 100, the average error is reduced to (3�; 2�), and

by trial = 400 it is reduced to (1�; 1�). Of the three

experiments shown, it is the fastest to converge to an

average error � (1�; 1�).

other. We will continue to investigate the issue of de-

velopmental time scales since more complicated behav-

iors will have to develop incrementally and bootstrap o�

of existing behaviors. We would like to integrate the

full orientation behavior with reaching and manipula-

tion tasks currently under parallel development by other

members of the group (Marjanovic et al. 1996).

8 Conclusions

This paper describes an implementation of orientation

behavior on Cog using registered topographic maps. We

have presented biological evidence that this is an e�ective

method for orienting to multi-modal stimuli in animals.

We have also presented a series of mechanisms and meth-

ods for developing this behavior on Cog over time. This

biologically inspired framework gives us the opportunity

to explore several interesting issues. It allows us to in-

vestigate using dynamic spatio-temporal representations

of sensory-motor space to integrate multi-modal infor-

mation and produce a uni�ed behavior. It also allows us

to investigate the dynamics of development using mecha-

nisms of experience dependent plasticity. Ongoing work

is promising.
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